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1. INTRODUCTION

The method of moments for estimating parameters does not always give use-
ful results, since it often implies to solve some transcendental equations. Some of
these equations usually contain the Gamma function.

The purpose of this report it to provide some examples on estimating para-
meters of some continuous distributions by the aid of the moments method, via the
sample coefficient of variation.

2. THE TECHNIQUE

Given a continuous random variable X whose density depends on two un-
known parameters, f(x;0,K) where © is a scale parameter, K is a shape (or a
power) parameter, suppose that there exists E(X) 5 0 and Var (X).

If the theoretical coefficient of variation, namely:

Var(X)]%
CV(X) = %ﬂ— (1)
depends only on K, that is:
CV(X) = @(K) (2)

then, (2) may be tabulated for various K in the range of variation of this para-

meter.
Hence, if we estimate CV (X) by:

AN s
CV(X) =— (3)

where x = n* Zx;, s =[(n — 1) 2(x; — %)2%, %1, Xs, . .., X, being the sample
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values, it follows that if we find in the table the value of the ratio (3), we may

. . A
detect the estimation of K ——say K.
This one, is introduced then in the expression of E(X), that is:

E(X) = g(0,K)

which is then equated to x.
We shall find therefore:

6 = g1(K,x)

The manner is similar when f depends on more than two parameters.

3. SPECIFIC APPLICATIONS

a) Consider the case of the so-called generalized Gamma variable.
(See Stacy, 1962.)[%]

X : f(x;0,07) =ﬁ' (%)w”” [_ (%)]

for x > 0 and b, p, v > 0.
Taking into account that:

E(X’) = b
(see Firkowicz, 1970).[*]

We obtain immediately:

L(p)(p+2K) —I*(p+ K)]*
T(p+K)

CV(X) =

where we have put v* = K.

(4)

(%)

(6)

(7)

(8)

For p = 1 (Weibull distribution) there exists extensive tables for the purpose

of extimation.

Note that if § = v =1, one has an exponential distribution for which
CV(X) = 1. In this case, if we find CV(X) = 1, then it may serve rather as an
empirical criterion for assessing exponentiality than to estimation. (Indeed, there
exists other continuous distributions for which (CV(X) =1 see, for instance,
Tweedie, 1957[] but when someone draws conclusions based only on empirical

criteria, he must possess some previous information on the subject.)
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b) If in (6) we take pv = const = § let v > oo, we shall obtain the below
density:

X:f(x:00) =351, 0<x< b,5>0 9)

which is so-called “power distribution” (see Ciechanowicz, 1969,[!] Firkowicz, 1970[?
or Johnson-Kotz, 1970.[%]
In this case:

CV(X) =[3(d + 2)]% (10)
Since:
d
E(X!) = bl (11)

In Table 1, values are given of CV(X) for 8 = 0.10 (0.05)5.
Therefore, b is easily estimated as:

b= (1+$1)§ (12)

Note that another estimator for b may be the largest order statistic of a given
sample, but in some experiments concerning failure analysis of the components, if
the life-test in truncated at a certain moment, the largest order statistic is not a
realistic estimate.

In this case — say we have the first m failure times — xu) < %@y < ...
< %(m), m < n,n being the number of elements put on test, the stimate of b is:
A m\ “Our

b= X(my * 7 (13)

(see Firkowicz, 1970) [2] where Sm, is the maximum likelihood estimator of .
Example: A number of 51 electrical components have been put on a life-test for a
certain period of time.

In the table below are recorded the number of failed elements corresponding
to six class intervals of time.

Consulting a Firkowic’s nomogram (1970, p. 72)["] it is suspected that power
distribution is appropriate.

In this case, we estimate E(X) by:

i+l
g(X) _ § x(8) - x(i+1) 8 (14)

I i
=1 2

where M is the number of class intervals.



PARAMETERS OF SOME CONTINUOUS DISTRIBUTIONS

83

Table 1 Values of CV(X) — power distribution for § = 0.10(0.05)5.

d CV(X) S CV(X) S CV(X) d CV(X)
0.10 2.1822 1.35 0.4704 2.60 0.2887 3.85 0.2108
0.15 1.7623 1.40 0.4583 2.65 0.2851 3.90 0.2085
0.20 1.5076 1.45 0.4472 2.70 0.2828 3.95 0.2063
0.25 1.3328 1.50 0.4364 2.75 0.2763 4.00 0.2041
0.30 1.2038 1.55 0.4264 2.80 0.2732 4.05 0.2020
0.35 1.0976 1.60 0.4167 2.85 0.2692 4.10 0.2000
0.40 1.0206 1.65 0.4076 2.90 0.2654 4.15 0.1980
0.45 0.9535 1.70 0.3872 2.95 0.2617 4.20 0.1961
0.50 0.8884 1.75 0.3904 3.00 0.2582 4.25 0.1939
0.55 0.8452 1.80 0.3824 3.05 0.2548 4.30 0.1921
0.60 0.8006 1.85 0.3748 3.10 0.2516 4.35 0.1903
0.65 0.7625 1.90 0.3674 3.15 0.2484 4.40 0.1883
0.70 0.7274 1.95 0.3604 3.20 0.2454 4.45 0.1867
0.75 0.6967 2.00 0.3536 3.25 0.2418 4.50 0.1850
0.80 0.6682 2.05 0.3471 3.30 0.2390 4.55 0.1832
0.85 0.6428 2.10 0.3408 3.35 0.2364 4.60 0.1814
0.90 0.6189 2.15 0.3348 3.40 0.2331 4.65 0.1798
0.95 0.5976 2.20 0.3289 3.45 0.2306 4.70 0.1782
1.00 0.5773 2.25 0.3234 3.50 0.2276 4.75 0.1765
1.05 0.5590 2.30 0.3180 3.55 0.2253 4.80 0.1751
1.10 0.5415 2.35 0.3131 3.60 0.2245 4.85 0.1735
1.15 0.5256 2.40 0.3072 3.65 0.2203 4.90 0.1720
1.20 0.5103 2.45 0.3029 3.70 0.2177 4.95 0.1705
1.25 0.4963 2.50 0.2975 3.75 0.2152 5.00 0.1690
1.30 0.4828 2.55 0.2936 3.80 0.2132
Table 2 An example for estimating parameters of the power distribution.

Limits for Number of failed Frequency
failure times components

. . ATy
[+(5), 20 (m,) b=
[0, 50) 20 0.39
[50, 100) 12 0.24
[100, 150) 8 0.15
[150, 200) 6 0.16
[200, 250) 4 0.08
[250, 300) 1 0.02
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A . . VAN
We obtain E(X) = 100 hours [var(X)]% = 87 hours. Hence V' (X) = 0.87.

From table (1) we extract 5 = 05.
Therefore:

b =100- (1 + 2) 300 (15)
Hence, the distribution function is:
x:Fx = ()% o 300 16
: (x)—<3_0(—))’ <x< (16)

which agrees with analysis given in Voda (1974),["] where a x2-test (Kozlov and
Ushakov, 1970 [*] is applied to fit a power distribution.
¢) Consider now the distribution function of the inverse of the power variate.

Table 3 Values of CV(X) — Pareto distribution — for a = 3(1)50.

a C(X) a CV(X)
3 0.5773 27 0.0385
4 0.3536 28 0.0371
5 0.2582 29 0.0357
6 0.2041 30 0.0345
7 01690 31 0.0334
8 0.1443 32 0.0323
9 0.1259 33 0.0313
10 0.1118 34 0.0303
11 0.1005 35 0.0294
12 0.0913 36 0.0286
13 0.0836 37 0.0278
14 0.0772 38 0.0270
15 0.0716 39 0.0262
16 0.0668 40 0.0256
17 0.0626 41 0.0250
18 0.0589 42 0.0244
19 0.0556 43 0.0238
20 0.0527 44 0.0233
21 0.0501 45 0.0227
22 0.0477 46 0.0222
23 0.0455 47 0.0217
24 0.0435 48 0.02128
25 0.0417 49 0.0208

26 0.0400 50 0.0204




PARAMETERS OF SOME CONTINUOUS DISTRIBUTIONS 85

A straightforward calculation easily provide:

X :F(x0,a) =1 — (%)a, a,0>0.x>0 (17)

(see also Johnson-Kotz, 1970, p. 234).

The above variate is just a Pareto one. We have therefore:

E(X) =0a(a—1)" if a> 1 (18)
Var(X) = 0%(a — 1)2%(a—2) if a > 2 (19)

from which we get:
CV(X) =[a(a — 2)]% for a > 2 (20)

N o s e

I table 3 values are given of V(X) for a = 3(1)50.
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