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Abstract 

Heart rate variability (HRV) has received considerable attention for many years, 

since it provides a quantitative marker for examining the sinus rhythm modulated by the 

autonomic nervous system (ANS). The ANS plays an important role in clinical and 

physiological fields. HRV analysis can be performed by computing several time and 

frequency domain measurements. However, the computation of such measurements can 

be affected by the presence of artifacts or ectopic beats in the electrocardiogram (ECG) 

recording. This is particularly true for ECG recordings from Holter monitors. The aim of 

this work was to study the performance of several robust Kalman filters for artifact 

correction in Inter-beat (RR) interval time series. For our experiments, two data sets 

were used: the first data set included 10 RR interval time series from a realistic RR 

interval time series generator. The second database contains 10 sets of RR interval series 

from five healthy patients and five patients suffering from congestive heart failure. The 

standard deviation of the RR interval was computed over the filtered signals. Results 

were compared with a state of the art processing software, showing similar values and 

behavior. In addition, the proposed methods offer satisfactory results in contrast to 

standard Kalman filtering. 

 

Keywords 

Artifact correction, electrocardiogram, heart rate variability, inter-beat interval, 

robust Kalman filtering. 

 

 

Resumen 

La variabilidad de la frecuencia cardiaca (HRV) ha recibido una atención 

considerable por mucho años, ya que esta proporciona un valor cuantitativo para 

examinar el ritmo sinusal modulado para el sistema nervioso autónomo (SNA). El SNA 

juega un papel importante en campos clínicos y fisiológicos. El análisis de la HRV se 

puede realizar calculando varias medidas tanto en el domino del tiempo como en la 

frecuencia. Sin embargo, el cálculo de estas medidas se puede ver afectado por la 

presencia de artefactos o latidos ectópicos en registros de electrocardiogramas (ECG). 

Esto es particularmente cierto para registros ECG desde un monitor Holter. El objetivo 

de este trabajo fue estudiar el rendimiento de varios filtros de Kalman robustos para la 

corrección de artefactos. Para nuestros experimentos, se usaron dos bases de datos 

reales: el primer conjunto de datos incluye 10 series de tiempo de intervalos RR a partir 

de un generador de series de tiempo de intervalos RR realista. La segunda base de datos 

contiene 10 conjuntos de series de intervalos RR de cinco pacientes sanos y cinco 

pacientes que sufren una insuficiencia cardiaca congestiva. Se calculó la desviación 

estándar de los intervalos RR a partir de las señales filtradas. Los resultados se 

compararon con un reconocido software de procesamiento, mostrando comportamientos y 

valores similares. Adicionalmente, los métodos propuestos ofrecen resultados 

satisfactorios en comparación con el filtro de Kalman estándar. 

 

Palabras clave 

Corrección de artefactos, electrocardiograma, variabilidad de la frecuencia cardiaca, 

intervalos entre latidos, filtros de Kalman robustos. 
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1. INTRODUCTION 

 

The autonomic nervous system (ANS) 

plays an important role in clinical and 

physiological fields; but it also is present in 

several pathological disorders such as dia-

betic neuropathy, myocardial infarction 

and congestive heart failure (CHF) [1]. The 

ANS is divided into three main sub-

systems: the enteric, sympathetic and par-

asympathetic systems. These sub-systems 

aid to control the internal organs of the 

body. The autonomic status of these sub-

systems on the heart may be indicated and 

measured by heart rate variability (HRV) 

[2]. HRV is a noninvasive method to evalu-

ate and analysis cardiovascular diseases 

such as CHF, coronary heart disease and 

diabetic neuropathy [3]. 

HRV has received considerable atten-

tion for many years, since it is a quantita-

tive marker for examining the sinus 

rhythm modulated by the ANS. HRV is the 

term that defines the variation in heart 

beat interval (RR interval). To perform 

HRV analysis it is necessary to obtain an 

ECG recording from the patient. The RR 

interval time series can be extracted from 

these recordings. In the literature, there 

are three possible forms to measure the 

HRV: time domain methods, frequency 

domain methods, and non-linear methods 

[4]. 

For diagnosis, several HRV measure-

ments can be computed [4], one of them is 

the standard deviation of the RR interval 

(SDRR), that reflects overall variations 

within the RR interval series, that is, in 

patients with congestive heart failure, is 

possible to obtain lower SDRR values in 

comparison to healthy patients [5]; besides 

SDRR is sensitive to artifacts [6]. Such 

measurements are important for repre-

senting quantitatively the HRV, but its 

analysis can be interfered by artifacts, 

leading to a bias in the HRV measures [7]. 

Artifacts can produce abrupt oscillations 

from the mean in the RR interval time 

series, a behavior that it is not expected to 

occur in practice. Therefore, the prepro-

cessing or the artifact correction stage is 

essential in clinical Holter reports for ob-

taining measurements with excellent qual-

ity. 

Different methods have been proposed 

for artifact removing in RR interval time 

series, including nonlinear predictive in-

terpolation [7], integral pulse frequency 

modulation [8], and impulse rejection fil-

ters [9]. These methods are widely used to 

reduce the effects of outliers; however, 

these techniques assume the stationarity 

of the time series cannot identify anoma-

lous intervals and work in off-line mode. 

In this paper, we applied three robust 

Kalman filters to estimate an RR interval 

time series. The weighted robust Kalman 

filter (wrKF) proposed in [10], the robust 

statistics Kalman filter (rsKF) proposed in 

[11] and the thresholded Kalman filter 

(tKF) proposed in [10] and [12]. The first 

two methods use a weighted recursive 

approach, where each weight can be con-

sidered as the probability of the observed 

value not being an artifact. The tKF em-

ploys a comparative criterion computed for 

each observation. If the value of the crite-

rion is below a certain threshold, the ob-

servation is discarded. 

Our purpose was to obtain HRV meas-

urements derived from the robust filtered 

signals, and compare those values to the 

ones obtained by cubic splines interpola-

tion, that is a method that replaces miss-

ing interbeat interval, included in state of 

the art clinical software. Several references 

use this clinical software for approving or 

comparing their theories [13], [14]. The 

contribution of our study is the presenta-

tion and use of robust methods for artifact 

correction, which are recursive approaches 

and they can be applied to stationary and 

non-stationary environments. 

Experimental results obtained include 

the application of the different methods 

described above over a real data set and 

artificial data. The real data set was ob-

tained from MIT-BIH normal sinus rhythm 
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RR interval database and the BIDMC con-

gestive heart failure database (MIT-BIH 

BIDMC database) [15]. The recordings for 

first database provide a set of 5 RR-

interval time series of healthy patients and 

5 patients suffering from congestive heart 

failure (CHF) [15]. The second data set are 

artificial data from a realistic RR interval 

generator proposed by McSharry and 

Clifford in [16]. These simulated data were 

compared and validated using real data 

from MIT-BIH normal sinus rhythm RR 

interval database, showing consistent re-

sults according to the literature, for more 

details see [16]. 

The paper is organized as follows. Sec-

tion 2 presents the material and methods 

that were used for performing artifact 

correction based on robust Kalman filter-

ing in RR interval time series. In section 3, 

we present and discuss the results ob-

tained when applying the methods men-

tioned before. Finally, conclusions are de-

scribed in section 4. 

 

 

2. MATERIALS AND METHODS 

 
2.1 Datasets 

 

For our experiment, we used a realistic 

RR interval generator proposed in [16]; 

and the MIT-BIH BIDMC database, which 

are managed by PhysioNet [15]. Each time 

series in the databases is about 24 hours 

long (approximately 100000 intervals). The 

first data include 10 artificial RR interval 

time series that simulate temporal and 

spectral RR intervals during periods of 

sleep and wakefulness of healthy patients. 

These simulated data were compared with 

real data from MIT-BIH normal sinus 

rhythm RR interval database, showing 

that real and artificial data present similar 

results, for more details see [16]. The sec-

ond dataset provides a group of 5 RR-

interval time series from healthy patients 

and 5 patients suffering from congestive 

heart failure (CHF). The dataset contains 

healthy patient’s recordings, with ages 

ranging from 20 to 45 years old, and from 

both genders; on the other hand, non-

healthy patients’ ages range from 48 to 71 

years old, and they include only male. All 

of the time series were obtained from con-

tinuous ambulatory (Holter) electrocardio-

grams (ECGs). Additionally, artifacts can 

exist due to missed or false inter-beat de-

tections in the recordings. 

 
2.2 Kalman filter 

 

An algorithm that provides excellent 

characteristics of state-prediction into a 

recursive structure approach under several 

conditions is the Kalman filter. In addition, 

it only employs the current observations 

from the data for performing the predic-

tion. It is possible to apply the Kalman 

filter to stationary and non-stationary 

environments [17]. The Kalman filter effi-

ciently performs state-inference in a linear 

dynamical system represented in a state-

space form. It is supported in the following 

relationships  

 
𝐱𝑘 = 𝐀𝑘𝐱𝑘−1 +𝛚𝑘 , 

(1) 

 
𝐲𝑘 = 𝐂𝑘𝐱𝑘 + 𝐯𝑘 , 

(2) 

 

where {𝐳𝑘}𝑘=1
𝑁  are observations over N 

time steps, {𝐱𝑘}𝑘=1
𝑁  are the corresponding 

hidden states (where xk ∈ ℝn x 1 and zk ∈ ℝm 

x 1), Ck ∈ ℝm x n is the observation matrix, Ak 

∈ ℝn x n is the state transition matrix, wk ∈ 
ℝn x 1 is the state noise at time step k, and 

vk ∈ ℝm x 1 is the observation noise at time 

step k. It also assumes that wk and vk are 

both uncorrelated additive mean-zero 

Gaussian noises, this is, wk~(0, Q), 

vk~𝒩(0, R), where Q ∈ ℝn x n and R ∈ ℝm x m. 

Q and R are both diagonal covariance ma-

trices for the state and observation noise, 

respectively. Hereafter, matrices Ak, Ck, Q 

and R are jointly denoted as 

θ = {Ak   Ck   Q   R}. 

With knowledge of the Kalman filter 

parameters (θ), the expected value of the 
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hidden states can be computed by maxim-

izing the likelihood between the state vec-

tor xk and the observation zk at time k, 

given the observations until time k - 1, and 

the parameters θ, 𝑝(𝐱𝑘 , 𝐲𝑘|𝐲1
𝑘−1, 𝜽). This 

maximization is equivalent to minimize 

the negative logarithm of the likelihood, 

leading to the following minimization prob-

lem, 
 

〈𝐱𝑘〉 = 𝑎𝑟𝑔𝑚𝑖𝑛⏟    
𝐱𝑘

{∑(𝑝𝑘
(𝑖) − 𝐝𝑘

(𝑖)𝐱𝑘)
2

𝑛

𝑖=1

+∑(𝑠𝑘
(𝑗)
− 𝐛𝑘

(𝑗)
𝐱𝑘)

2
𝑚

𝑗=1

},
 

(3) 

 

where 〈 〉 denotes the expectation opera-

tor; n is the number of states; m is the 

number of outputs; 𝐱𝑘
− and 𝚺𝑘

−, denotes the 

prior estimate of xk and the prior covari-

ance matrix of the estimation error, re-

spectively. 𝑝𝑘
(𝑖)

 are the entries of the vector 

𝐩𝑘 = (𝚺𝑘
−)−

𝟏

𝟐𝐱𝑘
−; 𝑠𝑘

(𝑗)
 are the entries of the 

vector 𝐬𝑘 = (𝐑)
−
𝟏

𝟐𝐳𝑘; 𝐝𝑘
(𝑖)

 are the entries of 

the matrix 𝐃𝑘 = (𝚺𝑘
−)−

𝟏

𝟐; and 𝐛𝑘
(𝑗)

 are the 

entries of the vector 𝐁𝑘 = (𝐑)
−
𝟏

𝟐𝐂𝑘.  

Consequently, the expected value for xk, 

can be obtained using 

 
〈𝐱𝑘〉 = 𝐱𝑘

− + 𝐊𝑘(𝐲𝑘 − 𝐂𝑘𝐱𝑘
−),

 
(4) 

 

where 〈xk〉 is the posterior estimate of 

the state vector xk. Matrix Kk usually 

known as the Kalman gain, and it is given 

as 

 

𝐊𝑘 = 𝚺𝑘
−𝐂𝑘

T(𝐂𝑘𝚺𝑘
−𝐂𝑘

T + 𝐑)
−1
.
 

(5) 

 
2.3 Robust Kalman filter 

 

In this section, we describe the different 

methods for robust Kalman filtering that 

were implemented for estimating the RR 

interval. In the literature, different ways 

have been shown for improving the per-

formance of standard Kalman filter (sKF) 

in presence of artifacts or outliers, but the 

parameter estimation approaches, for 

these improvements, are complicated for 

dynamical systems [10]. 

 
2.4 Weighted robust Kalman filter 

 
In [10], Ting et al. proposed a weighted 

least squares approach that assigns 

weights wk to each observation zk. These 

weights are random variables that follow a 

Gamma distribution, that is, 

𝑤𝑘~𝒢(𝑎𝑤𝑘 , 𝑏𝑤𝑘), where 𝒢(∙,∙) is the Gamma 

distribution with parameters 𝑎𝑤𝑘 and 𝑏𝑤𝑘. 

The difference between this model and 

the sKF model is the inclusion of the scalar 

weight wk in the conditional probability of 

the observation zk given the state xk. 

For the weighted robust Kalman filter 

(wrKF), inference over the state vector xk 

also operates by applying (4), and Kalman 

gain matrix is computed as, 

 

𝐊𝑘 = 𝚺𝑘
−𝐂𝑘

T (𝐂𝑘𝚺𝑘
−𝐂𝑘

T +
1

〈𝑤𝑘〉
𝐑)

−1

.
 

(6) 

 
Notice the influence of the weights wk 

over the Kalman gain Kk. The values for θ 

and wk, in (6), can be computed through a 

variational EM algorithm [18], proposed in 

[10]. 

 
2.5 Robust statistics Kalman filter 

 
In a similar way to the wrKF, in [11], 

Cipra and Romera introduce a weight vec-

tor for each observation, based on the theo-

ry of maximum likelihood estimation for 

robust statistics discussed in [19]; a robust 

estimate for the state vector xk can be ob-

tained by minimizing (7) [11], 

 

〈𝐱𝑘〉 = 𝑎𝑟𝑔𝑚𝑖𝑛⏟    
𝐱𝑘

{∑(𝑝𝑘
(𝑖) − 𝐝𝑘

(𝒊)𝐱𝑘)
2

𝑛

𝑖=1

+∑𝜌(𝑠𝑘
(𝑗)
− 𝐛𝑘

(𝒋)
𝐱𝑘)

2
𝑞

𝑗=1

},
 

(7) 
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where p(·) is a loss function given as 

[19] 

 

𝜌(𝑦) = {

1

2
𝑦2, |𝑦| ≤ 𝑐

𝑐|𝑦|2 −
1

2
𝑐2, |𝑦| > 𝑐.

 
(8) 

 

The constant c is chosen according to 

the degree of loss penalization. Notice that 

in the sKF model, the loss function p(·) in 

(3) is equal to the identity function. 

For the Robust statistics Kalman filter 

(rsKF), it can be shown [11] that the Kal-

man gain matrix is given as 

 

𝐊𝑘 = 𝐏𝑘
−𝐂𝑘

T (𝐂𝑘𝐏𝑘
−𝐂𝑘

T + 𝐑
1
2𝐖𝑘𝐑

1
2)
−1

,
 

(9) 

 

where 𝐖𝑘 = 𝑑𝑖𝑎𝑔 {𝑤𝑘
(1), … , 𝑤𝑘

(𝑞)
}. 

Weights {𝑤𝑘
(𝑗)
}
𝑗=1

𝑞
 at time k are computed 

using (10) 

 

𝑤𝑘
(𝑗)
=
𝜓 (𝑠𝑘

(𝑗)
−𝐦𝑘

(𝒋)
�̂�𝑘
−)

𝑠𝑘
(𝑗)
−𝐦𝑘

(𝒋)
�̂�𝑘
−

,
 

(10) 

 

where ψ(·) is the Huber’s loss function, 

 

𝜓(𝑦) = {
𝑦, |𝑦| ≤ 𝑐

𝑐 𝑠𝑔𝑛(𝑦), |𝑦| > 𝑐, 
(11) 

 

where sgn(·) is the sign function. For 

our experiments the value of c, in (11), was 

set as c = 1,645 for a 5% contamination of 

the data [11]. 

For applying the rsKF, we use the same 

equations used for the sKF, except for the 

Kalman gain matrix, see (5), that takes the 

form that appears in (9). 

 
2.6 Thresholded Kalman filter 

 

The thresholded Kalman filter (tKF) 

determines that an observation is an arti-

fact if the residual error between the ob-

servation, zk, and the predicted observa-

tion, 𝐂𝑘𝐱𝑘
−, has a value higher that a prede-

fined threshold. Let us define the residual 

error as 𝛾𝑘 = 𝐳𝑘 − 𝐂𝑘𝐱𝑘
−. It can be shown 

[10] that the covariance for the residual 

error k is computed by using 𝐒𝑘
− =

(𝐂𝑘𝚺𝑘
−𝐂𝑘

T +𝐑𝑘)
−1

 where the values for Ck 

and Rk are computed using the same form 

used for the rwKF. For each observation zk, 

the following condition is evaluated 

 
𝛾𝑘
T𝐒𝑘

−𝛾𝑘 < 𝛽, 
(12) 

 
where β is a positive threshold, manual-

ly tuned for each data set. The quantity 

𝛾𝑘
T𝐒𝑘

−𝛾𝑘 is known as the Mahalanobis dis-

tance. If the Mahalanobis distance for γk is 

greater than β, the observation zk is as-

sumed to be affected by artifacts and hence 

discarded. In this case, the posterior esti-

mate state vector 〈xk〉 is assigned to be the 

prior estimate of the state vector 𝐱𝑘
−. 

 
2.7 Validation 

 

To validate the HRV analysis and com-

pare the performance of the methods, 

SDRR has been computed, given by [4] 

 

SDRR = √
1

𝑁 − 1
∑(𝑅𝑅𝑖 − 𝑅𝑅̅̅ ̅̅ )

2

𝑁

𝑖=1

,
 

(13) 

 

where RRi is the value of i-th RR inter-

val, N is the total number of successive 

intervals and 𝑅𝑅̅̅ ̅̅  is the mean value of RR 

intervals values. The SDRR can be used as 

a measurement of the short-term variabil-

ity; this measurement is given in millisec-

ond (ms). 

With the aim to study if there are dif-

ferences that are statistically significant for 

the results obtained by all filters, using the 

artificial data, we apply a Lilliefors test 

form normality over the 10 RR interval 

time series from the realistic RR interval 

generator. If the null hypothesis for nor-

mality is rejected, we perform a Kruskall-

Wallis test to compare average perfor-

mances among the methods. If null hy-

pothesis for equal medians is rejected, we 
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perform a multiple comparison test using 

Tukey-Kramer to study further which 

methods are different. All the significance 

levels are measured at 5%. 

Finally, the Fisher criterion is comput-

ed for healthy and CHF patients of MIT-

BIH BIDMC database, using SDRR metric. 

This criterion is defined as follows [18], 

 

J =
(𝑚ℎ −𝑚𝑐ℎ𝑓)

2

𝜎ℎ
2 + 𝜎𝑐ℎ𝑓

2 ,
 

(14) 

 

where mh and 𝜎ℎ
2 are the mean and var-

iance of SDRR for the healthy patients 

respectively; mchf and 𝜎𝑐ℎ𝑓
2  are the mean 

and variance of SDRR metric for the CHF 

patients. 

 
 

3. RESULTS AND DISCUSSION 

 

The wrKF, rsKF, tKF and sKF were 

evaluated and compared over the data sets 

described in materials and methods sec-

tion. The advanced HRV analysis software, 

Kubios HRV (version 2.1) [20], developed 

at the Biosignal Analysis and Medical 

Imaging Group, Department of Applied 

Physics, University of Eastern Finland, 

has been used as a baseline to compare the 

values found for each method of the above 

methods for the SDRR. For all the filters 

and the sake of simplicity, one state was 

used (n = 1, see (1)), and one output was 

observed (m = 1, see (2)). For the wrKF and 

tKF, the parameters θ were computed 

through a variational EM algorithm [18]. 

The parameter β in (12) was manually 

tuned to 2. On the other hand, the parame-

ters θ for the rsKF and sKF, were assumed 

as A = C = I and Q = R = 10-4 I [10]. To 

apply Kubios HRV, we used a very strong 

level for the artifact correction configura-

tion. The Kubios employs a suitable inter-

polation method for reducing this artifact 

[20]. 

With the aim of observing the robust-

ness of filters, outliers were introduced 

randomly. Fig. 1a shows an example of the 

artificial RR interval time series, Fig. 1b 

shows the same time series corrupted by 

outliers (Outliers corresponds to 5% of 

data). 

 

 
a) 

 
b) 

Fig. 1. RR interval time series from realistic RR interval 

generator. The duration of this segment is 400 seconds. 

a) Clean data and b) corrupted data are shown. 

Source: Authors 

 

We have applied the filters to the entire 

artificial data, but for visualizing, we have 

shown 400 seconds of the time series, as 

can be seen in Fig. 2. 

The SDRR, see (13), was computed us-

ing artificial data set for each filter. From 

Table 1, clean data obtained a SDRR of 

21.1181 ± 1.2635 ms, and the sKF obtained 

the highest SDRR value of 54.0252 ± 

16.382 ms. This value is due to the influ-

ence of artifacts on the predictions. 
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a) sKF 

 
b) tKF 

 
c) rsKF 

 
d) wrKF 

Fig. 2. Artifact correction in artificial RR interval time 

series, 400 seconds is shown. Circles correspond to time 

series and the solid line is the response obtained by 

applying each filter. Source: Authors 

Table 1. SDRR obtained with Kubios, sKF, rsKF, wrKF, 

tKF and clean data, for artificial data set. Source: Authors 

Method SDRR [ms] 

Clean signal 21.1181 ± 1.2635 

Kubios 21.0509 ± 2.5932 

sKF 54.0252 ± 16.382 

rsKF 21.9558 ± 0.8877 

wrKF 20.2216 ± 2.3700 

tKF 21.5507 ± 2.8418 

 

The SDRR calculated for the Kubios is 

21.0509 ± 2.5932 ms, the remaining filters 

obtained values close to the Kubios value. 

From this table, we can mention that the 

tKF value was the closest to the Kubios. 

According to the statistical tests, we notice 

that the mean rank of SDRR obtained by 

sKF is significantly different in comparison 

with the values employing the clean signal, 

Kubios, wrKF and tKF. The test analysis 

also shows that there are not methods with 

mean ranks significantly different for the 

rsKF values, although of SDRR value for 

rsKF, in Table 1, presents minor variabil-

ity and it is close to the clean data value. 

On the other hand, RR interval for one 

of the CHF patients from MIT-BIH BIDMC 

database is shown in Fig. 3. This time 

series corresponds to the C3RR register on 

the database. This register corresponds to 

a 48-years old male. For visual reasons, 

300 seconds of the register are only shown 

in Fig. 3. 

 

 
Fig. 3. RR interval time series for one CHF patient. The 

duration of this segment is 300 seconds, corresponding to 

the C3RR register on the database. Source: Authors 
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The results of performing the artifact 

correction with tKF, rsKF and wrKF are 

shown in Fig. 4b, 4c and 4d, respectively. It 

is important to notice that all filters were 

put into use for all length of the data, but 

only 300 seconds of the registers have been 

shown. 

SDRR is shown in Table 2. We notice 

reduced values for these measurements for 

CHF patients in comparison with healthy 

patients, that is, CHF patients present a 

reduction in dynamic complexity. The 

mean of the SDRRs for the healthy pa-

tients in this study are between 28.8637 ± 

3.8338 ms and 30.2063 ± 4.7041 ms, while 

the obtained values for the CHF patients 

are between 8.5433 ± 2.4169 ms and 

13.396 ± 2.3392 ms. In [5] was proposed a 

scheme of preprocessing RR interval time 

series for HRV analysis, obtaining results 

consistent with ours. 

We also notice that differences between 

healthy metrics and CHF metrics, result 

very similar for all methods. The sKF pre-

sents inaccurate values for these metrics, 

since it is sensitive to artifacts or outliers 

present in RR interval series (see Fig. 4a). 

For example, the obtained results for the 

CHF patients, in Table 2, show that the 

sKF computed a SDRR of 27.785 ± 12.719 

ms, which is similar to the value found by 

Kubios in healthy patients (29.9082 ± 

2.4834 ms). 

 
Table 2. HRV measurements obtained with Kubios, sKF, 

rsKF, wrKF and tKF, for healthy and CHF patients. 

Source: Authors 

Methods 
Healthy patients CHF patients 

SDRR [ms]  SDRR [ms]  

Kubios 29.9082 ± 2.4834 13.3371 ± 2.0197 

sKF 35.9965 ± 7.7168 27.785 ± 12.719 

rsKF 30.2063 ± 4.7041 13.396 ± 2.3392 

wrKF 28.9494 ± 2.5983 8.5433 ± 2.4169 

tKF 28.8637 ± 3.8338 9.0801 ± 2.0298 

 

It can also be seen from Table 2, that 

the results obtained from the processing 

software are very much alike with the 

rsKF results. 

 
a) sKF 

 
b) tKF 

 
c) rsKF 

 
d) wrKF 

Fig. 4. Artifact correction in RR interval time series for one 

CHF patient, for 300 seconds of duration. Circles 

correspond to RR interval time series and solid line is the 

filters response. Source: Authors 
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With respect to the wrKF and tKF, the 

predictions obtained for both methods were 

more weighted and rejected, respectively, 

than rsKF. Both methods presented minor 

differences when compared to the Kubios 

measurements. 

Hence, the robust Kalman filters follow 

the same behavior compared with this 

software; and they are suitable tools for 

artifact correction, considering to the MIT-

BIH BIDMC database. We notice that the 

rsKF achieved the best results, since if we 

observe the difference between the ob-

tained values from each filter and the pro-

cessing software values, rsKF achieved the 

lowest difference values, as shown in Table 

2. From the statistical tests, we notice that 

for Healthy patients, the methods do not 

have mean ranks significantly different, 

since their values are closer to each other. 

For CHF patients, we notice that the mean 

rank of SDRR obtained by sKF is signifi-

cantly different in comparison to the val-

ues employing the Kubios, rsKF, wrKF and 

tKF, respectively. 

From obtained results of SDRR in Ta-

ble 2, using Kubios, sKF, rsKF, wrKF and 

tKF, the Fisher criterion (J) (14) is calcu-

lated for all proposed methodologies, as 

can be seen in Table 3. The idea of using J 

is to find a value of the function that 

measures the separation between the 

SDRR metric for Healthy patients and the 

metric for CHF patients, while this separa-

tion is large, state of the patients is possi-

ble to be recognized more easily, therefore, 

artifact correction methods are adequate. 

 
Table 3. The Fisher criterion for Healthy and CHF patients 

of MIT-BIH BIDMC database. Source: Authors 

Method J 

Kubios 26.799 

sKF 0.2350 

rsKF 10.239 

wrKF 33.068 

tKF 20.798 

 

Since achieved results for sKF of SDRR 

in Table 2, are confused, because this met-

ric for both patients are similar. This is 

also to see in Table 3, J is calculated for 

sKF and presents the lowest value in the 

table, showing the state of the patient can 

not recognize. 

Kubios obtained a criterion of 26.799, 

and the robust filters also present values 

greater than sKF values, but rsKF due to 

the weighting of the predictions obtains a 

low criterion of 10.239. From this table, it 

is possible to notice, that wrKF achieved 

the highest Fisher criterion value (33.068), 

it shows that the cluster of RR interval 

series from healthy and CHF patients, 

using wrKF can be more compact and sep-

arated that the others methodologies, how-

ever, the Fisher criterion value obtained by 

Kubios and tKF are close to the Fisher 

criterion value employing wrKF. 

 

 

4. CONCLUSIONS 

 
In summary, we have presented three 

robust Kalman filters for estimating RR 

interval time series, with the aim of arti-

fact correction. A comparative analysis was 

performed, it presented similar values with 

respect to a Kubios; from this study, the 

sKF is not a good choice for artifact correc-

tion, it presents bias in the HRV measures; 

on the other hand, the robust filters 

showed to have similar values for SDRR, in 

comparison with advanced tools. tKF and 

wrKF rejected and weighted, respectively, 

too much the predictions, presenting re-

ductions in the HRV metric in comparison 

with Kubios. Finally rsKF showed to be an 

appropriate choice for robust filtering in 

RR interval time series, since it achieved 

the lowest difference of SDRR measure-

ments compared to the values given by the 

Kubios.
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